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Figure 4: Figure shows the fraction of points classified correctly by both C-SVM
(blue curve) and B-SVM (red curve) as a function of the decision rule threshold.
The z-axis shows the decision rule threshold as a percentage of the maximum
absolute value of the decision function g(x) over all training points. The y-axis
shows the overall classification accuracy or sensitivity of C-SVM and B-SVM.




